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Abstract

Purpose In this paper, a multi-GPU cloud-based server
(MGCS) framework is presented for dose calculations,
exploring the feasibility of remote computing power for par-
allelization and acceleration of computationally and time
intensive radiotherapy tasks in moving toward online adap-
tive therapies.

Methods An analytical model was developed to estimate
theoretical MGCS performance acceleration and intelli-
gently determine workload distribution. Numerical studies
were performed with a computing setup of 14 GPUs distrib-
uted over 4 servers interconnected by a 1 Gigabits per second
(Gbps) network. Inter-process communication methods were
optimized to facilitate resource distribution and minimize
data transfers over the server interconnect.

Results The analytically predicted computation time pre-
dicted matched experimentally observations within 1-5 %.
MGCS performance approached a theoretical limit of accel-
eration proportional to the number of GPUs utilized when
computational tasks far outweighed memory operations. The
MGCS implementation reproduced ground-truth dose com-
putations with negligible differences, by distributing the
work among several processes and implemented optimiza-
tion strategies.

Conclusions The results showed that a cloud-based com-
putation engine was a feasible solution for enabling clinics
to make use of fast dose calculations for advanced treatment
planning and adaptive radiotherapy. The cloud-based system
was able to exceed the performance of a local machine even
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for optimized calculations, and provided significant acceler-
ation for computationally intensive tasks. Such a framework
can provide access to advanced technology and computa-
tional methods to many clinics, providing an avenue for
standardization across institutions without the requirements
of purchasing, maintaining, and continually updating hard-
ware.

Keywords Multi-GPU - GPU - Radiotherapy -
Cloud computing

Introduction

Radiotherapy (RT) has been an effective tool in treating
many types of cancers, and with recent advancements in
dose conformity and improved tumor targeting, significant
improvements in treatment efficacy have been observed [1—
6]. A major consideration when delivering tumoricidal RT
doses is the resultant normal tissue toxicity that results
from radiation exposure of healthy anatomy surrounding the
tumor target, which may lead to a reduction in bodily func-
tions. Undetected and uncompensated changes in the patient
anatomy may lead to a reduction in treatment efficacy and
subsequently in the patient’s quality of life. Some degree of
normal tissue toxicity is currently unavoidable from a plan-
ning perspective due to the error margins that are built into
the treatment plan to account for the dynamic nature of the
patient’s anatomy over a course of treatment that may last
several weeks. Factors such as weight loss, tumor regres-
sion, patient positioning, and posture changes all contribute
to changing patient anatomy from day to day [7].

Adaptive radiotherapy (ART) is a critical tool in fur-
ther improving radiotherapy treatments. ART attempts to
enable treatment plans to be altered to compensate for
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changes in patient anatomy due to setup variation, physio-
logical regression, and radiation response [8]. While peers
have investigated the potential benefits of ART, clinical
implementations of ART are currently limited to off-line
studies or require a significant amount of user interven-
tion [6,9]. The computational challenges and increased
manpower requirements of ART have inhibited full online
capabilities, where the treatment is evaluated daily and plan
adaptations computed, validated, and enacted with the patient
on the treatment table. In 2007, Xing et al. [10] detailed
the difficulty in moving from conventional RT to image-
guided RT (IGRT) to off-line ART and finally to online,
image-guided ART. They went on to identify three major
limiting factors recurring throughout the workflow. These
were: (1) reliability: assessing and verifying the accuracy
of each process; (2) integration: facilitating the communi-
cation of data between processes; and (3) time: the effort
and workforce required to complete all processes. In order
to feasibly work in a daily clinical workflow, the entire
process could not take more than a few minutes to com-
plete or clinical throughput would suffer. Therefore, the
algorithms will need to be largely automated and highly
accelerated to achieve the necessary performance. There are
several possible bottlenecks where acceleration and automa-
tion could be applied to minimize the necessary time and
labor.

One of the critical components required for broad on-
table ART implementation is real-time dose calculation in
order to allow the treatment plan to be updated in the time
between the daily positioning imaging and beam on with-
out reducing the clinical throughput. Factors that increase
computational complexity of re-planning in real-time include
(a) complex treatment delivery systems [11,12], (b) treat-
ment plans that aggressively reduce dose to the surrounding
organs [8], and (c) complex physiological regression in the
patient anatomy [13]. Increasing the computational speedup
of the dose convolution will be a critical component to
enabling on-table re-planning for ART implementation. The
difficulty for a clinic to take full advantage of advanc-
ing technology arise from the space required to house
the hardware and the necessity to continually upgrade it.
Cloud-based computing can give access to far more computa-
tional power than would be feasible locally, while constantly
expanding and rotating in new hardware as it becomes avail-
able.

Recent improvements in near real-time dose convolu-
tions stem from a non-voxel-based (NVB) dose convolution
approach and its parallelized implementation [14]. Accel-
erated dose computations can now approach real-time, but
require advanced hardware, such as graphics processing
units (GPU). General purpose GPU computing is a rapidly
developing field, with new generations released more than
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once per year. Expanding the calculation to a multi-GPU
implementation further improves performance in a linear
relationship to the number of GPUs employed [15]. To
take full advantage of the potential processing power would
require constant hardware updates. Extending these algo-
rithms to run on cloud-based GPU servers would allow
clinics to fully utilize these methods without the direct
cost or overhead of installing and continuously updat-
ing computing hardware. Recent cloud computing works
have explored the performance benefits for Monte Carlo-
based dose simulations [16-19]. Additionally, Meng et
al. [20] explored utilizing Google’s MapReduce technol-
ogy for scaling CT reconstruction using cloud comput-
ing.

In 2013, Kagadis etal. [21] presented a thorough introduc-
tion to cloud computing, with a review of the recent medical
imaging applications. Moore et al. followed this paper in
2014 with a review of advanced computing methods in radi-
ation oncology, and a discussion on promising developments
for the near future [22]. These works describe the poten-
tial advantages of a cloud computing environment, including
access to more extensive computing power and storage,
removing the responsibility of maintaining and updating
the computer hardware from the clinical institution, and the
possibility for shared information between institutions and
promoting standardization and collaboration between clinics
[23-25]. However, the application of such frameworks uti-
lizing GPUs for radiation therapy purposes remains largely
unexplored [26].

In this paper, we present a cloud-based GPU-accelerated
dose calculation engine and an analytical model to describe
the potential performance of the cloud-based implementa-
tion as a function of the distribution of tasks. Specifically,
we investigate the feasibility of performing a NVB dose
convolution in a multi-GPU cloud-based setup, which pro-
vides an additional layer of parallelization for an algorithm
already optimized for GPU architecture. In order for this
cloud-based framework to be a feasible clinical solution, the
performance must be equal or greater than performance on
a local machine using a single GPU. Key contributions of
the method include (a) optimizing inter-process communica-
tion (IPC) between and within cloud server nodes to reduce
latencies of memory operations, (b) developing a model
to predict performance and acceleration against a single-
threaded, single-GPU implementation, and (c) evaluating
the feasibility of utilizing a multi-GPU cloud-based server
framework for general radiotherapy tasks. In the future,
we envision an entire suite of radiotherapy tools instanti-
ated in a multi-GPU cloud-based environment, building off
the foundational work presented here, to facilitate the com-
putational performance needed for fully operational online
ART.
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Materials and methods
Non-voxel-based (NVB) convolution implementation

NVB dose calculation framework has been previously
shown as an effective tool for accelerating dose computa-
tions, which will be necessary for enabling ART to take
into account patient geometry changes and physiological
regression. A full description of the NVB dose calcu-
lation framework was published in Neylon et al. [14].
However, for clarity, a brief description is presented. The con-
volution/superposition dose calculation method convolves
a Monte Carlo-simulated cumulative—cumulative energy
deposition distribution (CCK), with a 3D volume of the total
energy released in matter (TERMA) by the primary radiation
beam, T'.

Dose (v) = /T/ (v') CCK (py—v * v — ") dV',

where/dv’ :///d(pd@dr, (1)

where v was the interaction point, v’ was the voxel being sam-
pled, p,_,s was the heterogeneity correction applied to the
kernel, r was the radial component, 6 was the zenith angle,
and ¢ was the azimuthal angle. What makes this convolution
computationally challenging is that the sampling of the CCK
is dependent on radiological effective depth. For each convo-
lution direction, defined by the polar and azimuthal angles,
calculating the contributions from the convolution requires
walking along the convolution ray, sampling the density,
and accumulating the effective radiological depth. Because
of this, the convolution/superposition algorithm cannot be
parallelized as efficiently as standard image processing con-
volutions.

The NVB algorithm was developed to optimize the
convolution/superposition algorithm for GPU architecture,
focusing on maximizing the efficiency of GPU memory
usage and access patterns. The algorithm looped over the
convolution rays and converted the data volumes to a NVB
coordinate system by ray tracing through the volumes along
each convolution direction. The data required for the convo-
lution (density, TERMA, and the CCK) can be precomputed
in a separate process.

Extending the NVB algorithm to multi-GPU

Enabling the NVB dose calculation framework with the ver-
satility and scalability of a cloud computing framework could
give any clinic the ability to instantiate ART in their thera-
peutic workflow. The NVB dose convolution algorithm lent
itself well to a multi-GPU implementation. Each convolution
direction was already being calculated independently and
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Fig. 1 A schematic representation of a potential workflow utilizing a
MGCS framework. After acquisition (/), imaging data syncs to a cloud
database. Once synced, the data are available for treatment planning
and the planner may signal a control server (acting as the client) to ini-
tiate computation (2). Control distributes the workload among available
resources (3). After computation, results are accumulated and normal-
ized by control (4), and final results are returned to client and pushed to
the cloud database so the planner can review the dose distribution (5)

Internet

summed afterward to obtain the final dose distribution. Thus,
the GPU convolution for a single direction could be extracted
as a separate process and distributed among the available
GPU devices. The results from all convolution directions can
be consolidated using IPC and then summed and normalized
to produce the final dose distribution.

Figure 1 provides a schematic representation of a possible
workflow using the MGCS framework for dose computa-
tions. After the patient’s simulation CT is acquired, the
imaging data would be synced with a cloud storage database
with direct high-speed access to all server machines (step 1
in Fig. 1). After the data have synced, and treatment plan-
ning has commenced, the planner (as remote client) would
signal the MGCS framework that they wished to perform
calculations, and a single server node would be assigned as
the control server (step 2 in Fig. 1). Calculation parame-
ters are communicated between the remote client and the
control server. The control server would then intelligently
distribute tasks to other computational servers in the MGCS
network (step 3 in Fig. 1). For this purpose, a binary branch-
ing inter-server communication setup is employed, as shown
in Fig. 2. The control server first communicates the dose
computation parameters with the selected server nodes (in
Fig. 2 example setup, server nodes 1 and 2). These servers
then communicate with other servers in a similar manner.

@ Springer



Int ] CARS

7~ N
Control

S1 S2
S3 S4 S5

N—

Fig. 2 A schematic of the branching server framework. This method
allows parallel accumulation of results between servers, reducing the
number of data transfers from a linear relation with the number of
servers, to a log relation

For the example setup, server node 1 communicates to server
nodes 3 and 4 with the required dose computation parame-
ters, and server node 2 then further propagates to server node
5. Once the computation is completed asynchronously by all
the server nodes, data transfers of the 3D dose distribution
occur in parallel back along their communication pipeline
to the control server (step 4 in Fig. 1). Finally (step 5 in
Fig. 1), the control server performs final 3D dose summa-
tion and normalization of results before sending them back
to the client in the form of (a) DVH curves representing the
dose to be delivered and (b) specific dosimetric endpoints for
critical structures. Additionally, the dose distribution would
also be synced to the cloud-based database for 3D image
viewing and interaction. This workflow utilizes multi-level
parallelism and would be adaptively scalable to the resources
available.

Theoretical model for the multi-GPU cloud server
acceleration

In order to quantify the feasibility of performing a cloud-
based multi-GPU implementation, an analytical model of
the computational acceleration is required. Such a model
will also inform the amount of scalability required for spe-
cific ART treatment plans. A generalized methodology was

Table 1 Definition of variables

developed to estimate performance gains for MGCS imple-
mentation with Eqs. 2—17. The total computation, presented
in Eq. 13, can be divided into seven stages: (0) signal from
client to control, (1) server nodes load precomputed data,
(2) initialize GPU memory, (3) perform computations, (4)
aggregate results, (5) consolidate results from server nodes
to control, and (6) send final results back to client. Table 1
summarizes the variables in the below equations.

Let 7o represent the time taken for the client signal to con-
trol and the subsequent chain of inter-server communication.
Since the initial signaling between the client and the control
does not include large data transfers, the value for #) was a
few milliseconds. Let #; represent the time taken by the indi-
vidual server nodes to load the 3D image dataset from cloud
storage. It is defined as

n = M 2
v

where d represents the total data size, f7 represents the ratio

of the precomputed data size and the result data size, and vy,

represents the disk read rate. Let #, represent the total time

taken for initializing the device memory in each GPU (ay),

defined as

I =ay, 3

The computation time #3 is defined as a function of the time
required for computing a single-field dose distribution, T,
multiplied by the total number of fields in the complete dose
plan, nr, divided by the product of the number of server
nodes, Ng, and the number of GPUs per server node, Ng. It
is defined as

_ nrgT
T (NSNG)’ @

Let 74 represent the time taken for the accumulation of the
dose distribution results from the individual GPUs of each
server process. It is defined as a product of the summation of
peer-to-peer data retrieval time (ag) and the GPU-based dose

Number of server processes Ng
Number of devices per server process Ng
Result data size d
Compressed result data size d
Server read from disk speed VL
Local server network speed UN
Cloud/client internet connection speed vy
Original single-field computation time T

Ratio of precomputed data size to results size fr
Factor of acceleration from multiple streams m
Device memory allocation time as
Device peer-to-peer setup time as

Device peer-to-peer retrieval time agr
Data summation kernel time ks

Data normalization kernel time kn
Number of fields in dose calculation ng
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summation time (kg) and the number of additional GPUs
utilized by the server process.

14 = (ag + ks) (Ng — 1) )

Let #5 represent the time taken for retrieving the results from
all server nodes and normalizing the final result. It is defined
as

N

I5 = +ks(Ns—1) +ky (6)

where vy represents the inter-server network speed, ks and
kn are the kernel execution times for summing and normal-
izing the results, respectively.

Finally, let f¢ represent the time taken to send the final
computed results from the control server to the remote client,
where vy is the Internet connection speed between the MGCS
control server and the remote client.

d
o= — ™)
vy

Algorithm optimizations

Minimizing networks data transfers—inter-server
communication

Unix sockets [27] were employed for inter-server commu-
nication. Establishing the socket connection was a simple
procedure requiring only an auto-generated port number and
the Internet Protocol address of the server node. The maxi-
mum data rate transfer on any network was fixed, and so, the
only way to reduce the data transfer time was to minimize
the number of data transfers, and the size of each data trans-
fer. In order to minimize the number of data transfers, each
server process was configured to run multiple convolutions
and sum the results, which limited the memory transfers to
one per server node. The workload distribution by the con-
trol was optimized to scale to any number of server nodes
and equally distribute the convolution directions. To min-
imize the size of each data transfer, only the sub-volume
involved in the calculation was transferred as opposed to
the full 3D data matrix. For a typical CT scan, over half of
the image data are empty area outside of the patient’s body,
and only a small portion of the patient anatomy is actually
involved in the dose computation. The anatomy involved in
the calculation was defined by the precomputed TERMA
(total energy released in matter) matrix. The equations for
terms to, t4, 15, and fg were modified to incorporate the
compressed data size, d.. Further reduction was achieved
by converting the dose results from floating point (4 bytes)
to short integer type (2 bytes). Extensive systematic stud-
ies were performed to test the accuracy of this method,

and the results presented in §III.A confirm the expected
precision of five significant figures. Terms 5 and t¢ were
reduced by a factor of two to reflect the change in data
type.

Lastly, while increasing the number of server processes
reduced the computation time, it also increased the time
required to copy results back to the control. The bandwidth
for control-node network data transfers saturated, which
resulted in serialization of data retrieval. Therefore, instead
of copying the data from each server node sequentially to
the control, the branching method described from Fig. 2 was
introduced. For three or more server nodes, a copy and sum-
mation may occur between two nodes concurrently with the
control’s data retrieval from a third node. This effectively
reduced the number of copies to the control from Ny to
log(Ny). The logarithmic relationship was applied into term
15.

Incorporating the above strategies into the terms #, t4, t5,
and 7 resulted in the following modifications:

de
t2 =daa (E) ) (8)

d.
t4 = (ag +ks) (Ng — 1) (3) ©)
s = dlzo—gNS + (ks (Ns — 1)+ kn) (d—) (10)
UN d
d.
te = 0 (11)

Optimizing IPC methods—intra-server communication

The bandwidth for transferring data between the server
processes was limited by the network interconnect speed.
Copying memory using peer-to-peer access between GPUs
has a much higher bandwidth than transferring memory
between CPU processes. Accessing multiple GPUs through a
single server process also requires less overhead than launch-
ing a server process for each device. Using this method, the
convolution results were accessed peer-to-peer using CUDA
IPC memory handles to consolidate the results from each
GPU before copying back to the CPU in the parent server
process and consolidating the results through inter-server
communication. This provided the least amount of memory
transfer on the CPU side, while maximizing the parallelism
on the GPU side. The term t, was modified to include the
CUDA 1IPC setup time, ag, for each additional GPU as fol-
lows:

de
1y = (aa +as (Ng — 1)) (E) , (12)
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Optimizing memory concurrency—inter-GPU
communication

Methods explored for optimizing memory concurrency
included forked processes, multiple streams per GPU, multi-
ple GPUs per process, and multiple machines. Only a single
CUDA context may run on a GPU device at a time; launching
multiple processes on a single device requires context switch-
ing. Context switching resulted in sequential kernel calls and
additional overhead for scheduling tasks. Concurrent execu-
tion on the GPU was only possible using multiple streams
within a single process. Operations in separate streams can
overlap, while operations within a single stream will execute
in order. Concurrent execution on the GPU using streams is
limited only by the device resources, such as memory size
and number of processing cores. However, some considera-
tion must be given to avoid blocking calls, such as copying
memory between the CPU and GPU, which will synchronize
streams and diminish parallel performance. We thus modify
the term t3 as follows:

T
5= fu (;:NG) , (13)

where f) represents the factor of acceleration from the mul-
tiple stream usage.

Concurrency was further tested by forking the control
process to communicate with each server node simulta-
neously, instead of looping over the server processes and
signaling them sequentially. Similarly, the server process was
forked for each GPU under its control, parallelizing the CPU-
GPU communication and transferring data between devices
using CUDA IPC memory handles. For this method, an array
was allocated on GPUO for each of the forked processes.
Memory handles were created and copied into a mapped
memory array accessible by all processes. After computa-
tion, the results were copied through peer-to-peer access.

Optimized model for total MGCS computation time

Applying the optimized representations for each term, the
total time (fpmge) of the MGCS implementation of an algo-
rithm was defined as:

frd  fungT de
1 = — —
MGC o + NsNo + y [aa

4+ (as +ag +ks) (Ng — 1) + ks (Ns — 1) + kn]
d.log N d

+M 4+ =~ (14)
2UN 2111

The theoretical acceleration (Amgc) using the MGCS frame-
work was the ratio of the original algorithm’s execution time
and Eq. 14, giving the following final form.

@ Springer

nFT

AmcGe = 15)

IMGC

When expanding to a multi-GPU implementation, a direct
linear relationship between the acceleration and the total
number of GPU devices being employed was expected. For
the MGCS framework, the overhead of data transfers and
other memory operations must also be considered. There-
fore, the limit of acceleration should approach a direct linear
relationship for computationally heavy tasks where the cal-
culation time on a single GPU was much larger than the
overhead of memory operations in the MGCS framework.
This can be shown by rewriting Eq. 14 under the assumption
that term 3 is much larger than the sum of all other terms, C:

nFT nFT l’lFT
~ ; when
NsNg NsNg

IMGC = >C  (16)

~ NgNg’

Substituting into Eq. 16 gives the theoretical limit for accel-
eration of the MGCS framework:

NsN
S TG) = NgNg (17)

nrpT
Aymee = —— = npT
IMGC nr

Results

For numerical studies, the client process was run locally on
64-bit Linux with an 8-processor Intel Core 17 3.6GHz CPU.
A set of three network server nodes were also running 64-bit
Linux with four NVIDIA GeForce 980 GPUs running CUDA
6.5. An additional server node consisted of two NVIDIA
GeForce 780 Ti GPUs, running CUDA 6.5. The server nodes
communicated through a 1 Gbps Ethernet backbone.

Minimizing networks data transfers—inter-server
communication

To reduce the data size and minimize data transfer time,
the data were cropped around the active volume. The size
of the cropped volume was determined by the precalcu-
lated TERMA volume plus an additional penumbra region
to account for scatter. TERMA calculations generally com-
pleted in less than a millisecond. The original volume was
a 256-mm-sided cube, comprised of 1-mm isotropic voxels.
The ratio of the reduced data size to the original data size
followed a near linear fit as a function of the cross-sectional
area of the irradiation field. For example, for a 100 x 100-
mm field, the data size could be reduced from 67 MB to 20
MB. The active volume included the main field as well as
any voxels in the penumbra that would receive dose due to
scattering. Converting from float to short data type further
reduced the data size by a factor of 2, resulting in a reduction
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Fig. 3 Potential reduction in
data transfer size as a function 1
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Fig. 4 Accuracy of multi-GPU cloud server implementation. Depth
dose curves for the original NVB algorithm, the 4-byte float precision
MGCS implementation, and the 2-byte short precision MGCS imple-
mentation. Plots calculated using a 100 x 100 mm square field on a

of 85 % for a 100 x 100 mm field. Figure 3 shows the poten-
tial reduction in data size for both float-type and short-type
data.

Figure 4 shows a comparison of the depth dose profile
through isocenter of a standard mediastinum phantom for the
original NVB algorithm, the MGCS implementation using
both floating point and short integer precision. There was
minimal error when reducing precision, with a maximum
of 4e-3%. The error between the NVB algorithm and the
MGCS implementation along the depth dose curve was less
than le-4 %.

Numerical analysis of the MGCS acceleration

The observed results were also compared to the predicted
results from the equations in section II.D. Table 2 shows
the approximate values for GPU-specific (GTX 780 Ti) run
time and network variables. The algorithm, specifically the
convolution kernel, required too many GPU resources for
concurrent execution, resulting in no performance gains from

standard mediastinum phantom with 1-mm isotropic voxels and a size
of 256 mm along each axis. The MGCS configuration depicted utilized
2 server nodes, with each node utilizing 2 GPUs

Table 2 Estimate values of variables for the NVB implementation on
the multi-GPU cloud server framework

fm 1 aa 35 ms
T 400 ms as 10 ms
ng 1 ar 5 ms
UN 0.125 MB/ms ks 5 ms
vy 0.125 MB/ms kn 5 ms

employing multiple streams, setting the acceleration factor,
fm,to 1.

Table 3 shows the strong agreement between the predicted
and observed results when increasing the number of GPUs
on a single server process, with estimations within 5 % of the
observed performance. Using this simple calculation, many
different combinations of resources can be compared to find
the optimal distribution of the workload.

Theoretically, increasing the number of server processes
would reduce the total computation time by a linear propor-
tion and this was seen in the convolution times (#3) of the
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Table 3 Comparison between predicted and observed performance for
a single server while increasing the number of GPUs

Number of GPUs  Predicted Observed % Difference
performance performance
(ms) (ms)

1 485 479 1.24

2 330 335 1.52

3 288 287 0.35

4 274 260 5.11

model. Figure 5a shows the model-predicted response for
GPU initialization (#2), convolution computation (¢3), and
accumulation and normalization of the dose results (14—t6)
for a single-field convolution calculation as a function of the
number of servers in the MGCS framework, with each server
employing two GPUs. Figure 5b shows the actual timing data
acquired from experiments. Similarly, Fig. 6 compares the
predicted and observed response to an increasing number of
GPUs being employed by a single server. The graphs show
good correspondence between the predicted and observed
values in both cases.

Figures 5 and 6 also illustrate how memory operations
can dominate for small computations, such as a single-
field dose convolution. Overall acceleration was inhibited
by approximately equal contributions of the convolution
calculations and memory operations to the total MGCS
computation. Despite the additional latencies, the MGCS
framework was still able to accelerate the single-field dose
convolution by 2x. This illustrates that the MGCS frame-
work, with the optimization strategies described above, was

t3 = = = t4+t5+t6 = - = tMGC

Time (ms)

Number of Servers, with 2 GPUs each
(a) Model Predictions

Fig. 5 a Relationship between performance and increasing number of
servers in the MGCS configuration for individual terms as predicted by
the model. b Observed performance of individual terms when increas-
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able to outperform a local single-GPU system for even the
most efficient, well-optimized processes. However, to fully
utilize the increased computational power of the MGCS
framework, the algorithm’s computation time should be dom-
inated by the calculation stage.

Optimizing performance

For volumetric arc therapy (VMAT) or tomotherapy plan-
ning, which regularly utilize 180-225 fields, the time
required to calculate a complete dose distribution is much
greater than the memory operations. Here, the MGCS frame-
work approaches the linear acceleration limit, defined by the
total number of GPUs. Figure 7 displays MGCS acceleration
response to an increasing number of fields, when employing
1, 2, 3, or 4 servers, each utilizing 4 GPUs. For a 250-field
dose plan, the MGCS framework reached peak accelerations
of 3.98x, 7.88x, 11.7x, and 15.4x, for their respective number
of servers. The biggest factors contributing to the maximum
achievable acceleration were the original algorithm’s com-
putation time, and its proportion to the data transfer time
as dictated by the size of the results. More computationally
expensive algorithms such as many-field dose calculations
have the largest potential benefit from the MGCS framework,
while minimizing the data transfers between the server nodes
increased the framework efficiency.

Figure 8 shows the potential performance gains from
utilizing an MGCS implementation of the NVB dose convo-
lution algorithm for computationally intensive, many-field
calculations. The single-GPU implementation was already
providing a significant performance improvement over the
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ing the number of servers in the MGCS framework. Values reported for
a single-field dose calculation with parameters described in Table 2
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terms when increasing the number of GPUs on a single server in the
MGCS framework. Values reported for a single field dose calculation
with parameters described in Table. 2
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Fig. 7 Acceleration as a function of the number of fields (each a 400-ms calculation on a single GPU) for different configurations of resources.

Predicted maximum acceleration equal to the total number of GPUs

Relative Acceleration
NVB/MGCS mCPU/NVB mCPU/MGCS

SINGLE
FIELD

200
FIELDS

1 10 100

1000 10000 100000

Fig. 8 Performance comparisons between a CPU dose convolution,
a single-GPU implementation of the NVB dose convolution, and an
MGCS implementation of the NVB dose convolution for a single field
and for many fields

CPU implementation, offering over 4000x speed up for a
single-field convolution. The single-GPU NVB algorithm
reduced the computation for a single field from several
minutes to a fraction of a second. The MGCS implementation
was able to improve upon an already optimized algorithm,
and increase performance by another factor of 2. For a many-
field calculation, the single-GPU implementation of the NVB
algorithm again provided over 4000x speed up compared to
a CPU implementation. With the additional 15x speed of
attained from the multi-GPU distribution, the total perfor-
mance gains of the MGCS implementation would reach over
64,000x speedup compared to a single-threaded CPU convo-
lution. This should shorten the calculation time to a matter
of seconds as opposed to hours.
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Discussion
Feasibility of MGCS implementation

The feasibility of a MGCS framework for remote dose
calculations was investigated in this paper. The proposed
method could potentially enable clinics to make use of
continually advancing technologies without the require-
ments of purchasing, maintaining, and frequently upgrading
hardware. With the price/performance ratio getting smaller
every day, more and more GPUs can be integrated with
the cloud computing framework to progressively improve
the computation speed. Additionally, a cloud-based solu-
tion holds the potential for much greater computing power
than could feasibly be installed in the limited space of
a clinic, and provide services to multiple clinics with
a possibility for increased standardization across institu-
tions.

An analytical model to estimate the potential accel-
eration available using the MGCS framework was also
presented. The model took into account the workload
distribution in the MGCS framework, the original algo-
rithm parameters, and the inter-GPU and inter-server com-
munication latencies. The estimated computing time was
numerically validated using a 4 server/14 GPU cloud
computing setup. The model-predicted performance and
experimentally-observed performance matched within 5 %.
In addition, discrepancies between the dose distributions
calculated by a local, single-GPU implementation and
the MGCS implementation were observed to be negligi-
ble.

Without the optimization strategies (§I1.D.1-§11.D.3),
the additional overhead of memory operations and IPC
of an MGCS framework would result in reduced perfor-
mance. From our analytical model, we estimated that a
brute force method of cloud-based implementation would
result in 2x slower computation times or worse. In addi-
tion, an increase in the number of GPUs will only result in
added complexity and will not improve the performance. In
contrast, the MGCS implementation presented in the man-
uscript achieved >2x faster computation times even for
highly optimized computations, such as a single-field con-
volution which takes less than 350 ms locally on a single
GPU. This results showed the MGCS implementation to be
>4x better than the estimated brute force method in this
case.

For computationally heavy tasks, such as the many-field
dose plans of VMAT and tomotherapy, the MGCS frame-
work approaches the theoretical acceleration limit directly
proportional to the total number of GPUs being utilized. For
instance, for a 4 server configuration with 4 GPUs each (16
total GPUs), the modeled acceleration of the MGCS frame-
work peaked at 15.4x speedup.

@ Springer

MGCS performance falls just short of the theoretical limit
of 16x due to data transfer and other memory operation over-
head. In this manuscript, these aspects were minimized by
reducing the number and size of the data transfers. Another
incremental improvement could come from increasing the
speed of inter-server communications. By replacing the 1
Gbps ethernet network with a 16 Gbps or PCle3 intercon-
nect backbone, data transfer times between the server nodes
can be reduced. Infiniband offers another alternative for
inter-server communication, replacing the socket data trans-
fers with direct memory copies at an increased bandwidth.
However, one of the key conclusions presented from our the-
oretical model was that the potential benefit of the MGCS
implementation was maximized when the compute effort far
outweighed the memory operations, making the interconnect
speed less of a priority.

Clinical considerations and future work

Internet speed can be unreliable due to bandwidth limitations
or slower connection speeds on the client end. In this case,
DVH data and specific dose endpoints for critical targets and
organs at risk could be sent directly back to the client, while
the full dose distribution was synced with cloud storage, as
described in Fig. 1. This would avoid any significant delays
from transferring large amounts of data.

To maintain scalable performance for increasingly com-
putationally heavy tasks, future work will focus on more
efficiently distributing the workload among the server nodes.
Distributing the workload of the incoming client task will
require the control server to analyze the optimal number
of required server processes and GPUs to utilize, using the
model to estimate the best possible acceleration. The control
will then query the server tree to identify available resources
and idle server nodes. Additionally, data security and encryp-
tion will also be included to better quantify the feasibility of
a cloud-based dose computing framework, and their subse-
quent effect on performance must be analyzed.

Encryption of the communication between the server
nodes as well as the client server nodes is an essential step.
While our current implementation has not dealt with the
data encryption steps, the roll of encryption has been well
documented with respect to cloud computing in the medical
field, with solutions continually improving in both security
and performance [21,28,28,30-32], but the impact on per-
formance for specific applications will need to be explored.
Future work would focus on developing advanced encryption
mechanism that will be aware of the cloud computing nature
and will facilitate a fast encryption. We envision that the
proposed work also motivates encryption experts to design
such algorithms as it may have a direct impact in improving
treatment quality.
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Building upon the MGCS dose computation

The feasibility of utilizing an MGCS framework for dose
convolutions was investigated in this manuscript, and there
are several computationally expensive tasks in radiotherapy
that could benefit from access to the power and throughput of
an MGCS framework. Of particular importance are inverse
optimization strategies. Many treatment methodologies uti-
lize inverse optimization to determine radiation delivery. For
conventional treatment planning, the speed of such tech-
niques is not a concern and can take several hours without
interrupting the clinical workflow. However, for online adap-
tive re-planning, inverse optimization would need to be
completed in a matter of minutes. The iterative nature of
inverse optimization demands many repeated calculations,
which quickly becomes time consuming. Distributing the
work over several server nodes and utilizing GPU paral-
lelization would greatly accelerate the optimization process.
As discussed in the previous section, a brute force method
of pushing these calculations in the cloud can result in
longer computation times due to the additional overhead
of memory transfer operations and inter-process commu-
nication, whereas the optimization strategies employed in
the MGCS implementation make a cloud-based solution
feasible and provide the desired performance boost and
scalability.

More complex planning methods further emphasize the
need for access to extensive computational networks to accel-
erate these tasks to a point where it becomes feasible to
perform on-table adaptive re-planning. Intensity-modulated
therapies require optimization of the motion of the multi-
leaf collimators. Small physiological changes can completely
alter the MLC sequence to better focus on the target anatomy.
Another example is 47 treatment planning, which optimizes
beam delivery in three dimensions, as opposed to the tra-
ditional axial in-plane optimizations [11,12]. In each of
these advanced treatment planning methods, the optimiza-
tion process can be directly wrapped around the MGCS
dose convolution, utilizing the speed and power in scenarios
where many fields must be calculated and optimized itera-
tively.

The impact of a MGCS framework is applicable beyond
dose computations as well. Several areas have been iden-
tified by peers as potential bottlenecks that would impede
online ART, including deformable image registration, con-
tour segmentation, and dose propagation [10]. We envision a
fully realized MGCS framework coupled with meticulously
parallelized algorithms for image registration, and dose prop-
agation will be able to perform daily adaptive adjustments
within the time frame of a few minutes after the patient’s
daily imaging is acquired.

Conclusion

The multi-GPU cloud-based dose convolution presented in
this paper could improve radiotherapy treatment outcomes by
facilitating more frequent re-planning due to its potential for
accelerating calculations. The MGCS framework described
in this work shows that a multi-GPU cloud-based solution is
feasible for accelerating radiotherapy tasks from a computa-
tional perspective, and provides a foundational methodology
for future clinical tools.
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