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Updated Calibration Protocol for Medical Photon Beams – ‘TG-51’: 

(electron beams only briefly discussed in this brief overview) 

• This improved protocol replaces the AAPM TG-21 protocol, and it can be applied to 

both photon and electron beams, but we will only discuss photon beams here.  This 

protocol will be the focus of future classes. 

 

• One must use water phantoms for this protocol, and it is not based on exposure or 

even air Kerma.  This move simplifies the calculations, and uses a better set of 

restricted mass stopping powers for the Monte-Carlo calculations of some 

parameters.  Note: tap water is fine to use.  

 

• The dose to water, Q
wD , for a beam ‘quality’ (‘quality’ refers to beam type and 

energy spectrum), Q, in a reference condition is given by the following: 

 
Q

wD
Q
w MND ,=  

Where, 

-- M is the ion chamber reading (absolute charge value) 

-- Q
wDN ,  is the absorbed dose to water calibration factor for an ion chamber located 

in the reference condition in a beam of quality, Q.  

 

• The key Q
wDN ,  quantity is determined from the calibration factor obtained in a 

calibration laboratory using a Co-60 beam again.  It is found from 

 
Co
wDQ

Q
wD NkN

60

,, =  

Where, 

-- Qk  converts the absorbed dose to water calibration factor for a Co-60 beam into 

the calibration factor for an arbitrary beam of quality Q: photon or electron.  A 

lot of the physics discussed previously is now wrapped into this one factor! 

 

• The reading, M, now must be fully converted from the raw reading, Mraw.  Now, more 

factors than just the temperature and pressure corrections end up in this 

correction step: 

 

polelecTPionraw PPPPMM ⋅=  
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Where we must calculate/consider for these factors: 

 

-- TPP  corrects for temperature and pressure as before, and now is stated as 

 

)(

33.101

2.295
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kPaP

kPaCT
P

o

TP ⋅+=  

 

-- elecP  corrects for the electrometer being calibrated at a separate time or 

procedure. 

 

-- polP  corrects for polarization effects.  One takes a reading at each polarity, ‘+’ 

and ‘-.’  Then, these readings respectively, +
rawM  and −

rawM  are used in the 

equation below.  Important: retain the signs of these readings !!  The reading, 

rawM , is the one used in the reference condition dosimetry and it should be the 

same as used in the Co-60 calibration as well. 

 

raw

rawraw
pol M

MM
P

2

−+ −=  

 

-- ionP  corrects for ion recombination.  Recall the linearity discussion in the 

recombination lecture.  An ion chamber should be used in the saturation region: 

voltage should be large enough to prevent recombination, but small enough so 

that electrons do not further ionize on their way to the central electrode.  Note 

that small chambers will have trouble finding this regime.  Recombination is more 

likely for high LET, high dose rate, higher temperatures, less voltage, and more 

space between electrodes. 

 

The procedure for calculating this is very elegant here.  For the continuous 

beam, Co-60: 

2

2
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 For a pulsed beam (linac), it is the following {note the exponent changes!}: 
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Where, here, HV  and LV  are the high and low voltage settings (by at least a 

factor of two), and H
rawM  and L

rawM  are the corresponding readings respectively.   

 

 -- Note that the two-voltage techniques ignores: initial recombination, ionic 

diffusion, and any charge multiplication.  Therefore, it is an incomplete account 

of recombination. 

 

• Now, the improved ICRU-37 restricted collisional mass stopping power tables are 

used in Monte-Carlo calculations for Qk .  One MUST have an ion chamber that is 

listed or shown in the table and graph below.  The beam quality is specified by the 

percent depth dose found at 10 cm depth: %dd(10)x.  More about this quantity, next 

page. 
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• For beams with a nominal energy greater than or equal to 10 MV, TG-51 

recommends that one use a 1 mm thick lead foil about 50 cm from the source to 

standardize (not eliminate!) the electron contamination.  There is a legitimate 

debate on this issue – it may add a complication that introduces error for no good 

reason.  The IAEA protocol does not recommend this foil.  The %dd(10)x is the 

result of first doing %dd(10)Pb or just %dd(10) if no lead is used. One goes into the 

tables with %dd(10)x.  Below is a figure showing the error one gets from the lead 

foil correction not being used.  It is suggested by some that one need only use the 

lead if the %dd(10)Pb is > 75:  
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Tailor, Hanson, and Ibbott (J. Appl. Clin. Med. Phys. 4 (2003) 102) produce this 

table showing only a 0.2% error if lead foil not used: 

 

 

 

 

 

 

 

 

 

• TG-51 page 1855 claims 2% error in %dd(10)x, therefore 0.4% dose error in 

extreme cases. 

 

• One must also shift the chamber reading UPSTREAM for the effective point of 

measurement – it is an implicit correction for the chamber’s inherent charged 

particle fluence perturbation.  For photon beams, we shift reading upstream by 

cavr⋅6.0 .  Where cavr  is the radius of the ion chamber cavity.  

 

                             

med

rcav

x

x-(0.6)rcav

Dx original 
curve

x-(0.6)rcav shifts
the curve (reading) 

to the place where
the same reading

would occur IF the 
chamber were not 
there.

 
 

• Since this protocol does not use an ionization ratio for beam quality, it is important 

to perform this shift.  A ratio like TPR would be more robust to this issue. 
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• Therefore, TG-51 instructs us to perform this shift of the curve:  Note: TG-51 

defines the shifted curve as the depth-ionization curve! 

 

 

 

 

 

 

 

 

 

 

-- Note that the caption in Fig. 1 of TG-51 explains that for photons, the shifted 

curve is the depth-ionization curve and that it is the same as the depth-dose 

curve.  In any case, the ionizations happen in the place that the shift represents!  

If in tcpe, the shift is the same for all the depths beyond dmax.  For electrons, 

near dref, that is not true and a second shift at one point is needed. 

 

• The kQ factor contains a lot of physics.  In ‘TG-21 terms,’ I have seen it written as 

the following: (from Rock’s old notes) 

 

{ }
{ } Co

wD

Q
wD

Cocelgrflwall
water
air

Qcelgrflwall
water
air

Q
N

N

PPPPL

PPPPL
k 60

60 ,

,

)/(

)/(
≡=

ρ
ρ

 

 

Where, 

-- A new factor is considered here: celP .  It is the correction to account for the 

central electrode! 

-- Another new factor is here: grP .  It is the correction to account for the 

effective center of the ion chamber.  Note that: replgrfl PPP = . 

 

• If we were to discuss electrons, we would have ecalQ
wDN ,  instead of Q

wDN , .  Also there 

would be a more complicated gradient correction, ecalQ
grP , and ecalk '  with 

50
'Rk .  

However, the spirit is the same. 

 

• A better way to compare TG-21 and TG-51 may be to access the discussion in TG-21 

that describes the absorbed dose to water as a calibration basis, instead of 

exposure – the predecessor of TG-51!  See TG-21, Eq. 8: 
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Where, 

-- 
M

D
N water

D ≡  

 

• Compare this to Eq. 5 of TG-21 (easier to derive when “air’ distinguished from ‘gas’): 
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• Therefore, it must be that: 
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• Substitute this into Dmed with α=1, medium = water, cancel terms, and consider a 

beam quality, Q: 

 

TG-21:  ( )( )
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TG-51:  Dwater
Q = MkQND,w

Co−60 = MND,w
Q  
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• I would like to define my own variables now – to better compare A’s versus P’s … 

 

160

160

−−

−−

≡

≡

repl
Co

repl

ion
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AP

AP
 

And recall: 
60

,

,
−≡

Co
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Q
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N
k  

 

• Therefore, 
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,,
−= Co
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Q
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60−=
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water

Q
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D
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and substitute this in … 

 

 

• Using the above, to convert between TG-21 and TG-51, I think it’s better to 

formulate it as follows: 
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Where, 
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-- 160 −− ≡ ion
Co

ion AP  and 160 −− ≡ repl
Co

repl AP    {my variables – not in any book} 
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• A key point is that TG-51 has no in between step like Ngas. 

 

• Tailor and Hansen (Med. Phys. 29 (2002) 1464-72) provide this comparison between 

TG-21 and TG-51: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

• A Few Key Concepts for TG-51 Calibration of Electron Beams: 

 

• In TG-21, calibration was at dmax, but using  introduces a lot of uncertainty (see 

Ding, Rogers, and Mackie Med. Phys. 22 (1995) 489-501).  In addition, the place 

where the ionization falls to 50% is where the beam energy is calculated from, and 

the gradient is strong there. 

 

• In TG-51, a big change is that we 

now have a specific reference 

position, dref.  See TG-51 on page 

1856, Fig. 2 and just below, to the 

end of the section and Eqs. 16 and 17.  

Note that dref is now on a gradient, 

And: 

 

-- The text says to shift the measured 

   curve to get the depth-ionization curve 

   and get I50.  One then shifts again, but  

   only one point to get R50 via Eqns. 16,  

   and 17, and then we calculate dref. 
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• Remember, we want to get the effective position for the chamber reading, given its 

current position.  That will mean, we need to not only correct for the effective 

center relative to where the electrons are launched as with photon beams, but 

there is a second shift!! And it is a conceptually very important cpe concept. 

 

• The second shift accounts for disequilibrium gradient effects, because we are 

not in transient charged particle equilibrium at dref! A single shift does not 

work for all depths as it did for photons. 

 

• See Fig. 1 now of TG-51, and read the caption carefully as one also reads the text 

following Fig. 2: 

 

-- The solid lines are the depth ionization curves, after a first shift from the raw 

data for both photons and electrons: 

i. for photons, the depth-ionization is the same as the depth-dose because of 

transient charged particle equilibrium, tcpe past dmax is rigorous for all 

energies. 

ii. for electrons, the depth-ionization is DIFFERENT from the depth-dose, and is 

almost maximum right where the dref is located.   

iii. For lower energy electron beams, dmax ~ dref, but for higher energy electron 

beams, the situation gets more complicated.  The caption says the whole 

depth-dose curve is not needed for this protocol, but a second shift is needed 

(so last sentence of caption could have been more clear). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

i.e., convert I50 to R50 

Sec. XD is a second 
alternative method. 
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• For electron beams, follow the instructions in the text below to get R50 and then 

one can get dref.  

 

-- Note that gradient 

    corrections are already  

    in the depth-ionization  

    curve.   

-- For parallel-plate chambers, 

    the chamber averaging  

    implicitly averages to 

    the correct effective 

    measurement position. 

-- In a sense then, this shift 

    is really a shift to account  

    a finite lateral ion chamber 

    dimension, like cylindrical 

    chambers!  

 

• Now, we have curve II in TG-51, Fig. 1, the depth-ionization curve, but for high-

energy electron beams measured with an ion chamber, this is not the depth-dose 

curve! 

 

• See Fig. 1 of M.S. Hug et al., Med. Phys. 24 (1997) 1609-13, on page 1611, (much 

more clear than the short dashes and solid lines in TG-51 Fig. 1b.): 
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• The second shift is then the conversion between I50 and R50.  It depends on 

energy, and is handled empirically.  See Eqns. 16 and 17.  Two other ways are 

mentioned: use a solid state detector, or correct the whole curve with 

knowledge of the spectrum.  These are all clues to the origin behind this second 

shift! 

 

• The real answer is found in one of my favorite figures, from lecture 14 (see below), 

which is also a high energy electron beam.  Recall in Spencer-Attix theory, we 

worried about some of the delta-rays being like primary particles depending on the 

size of the ion chamber!  In a solid state detector, this would not be an issue 

because the radiological distance is so different (see: Rikner Acta Radiol. Oncol. 24 

(1985) 71-4) !   

 

• In an ion chamber, the stopping powers need to have Spencer-Attix 

corrections, but in this case, the corrections will vary with depth, and this is 

handled by adding a second shift!   

 

• Notice below where the delta-rays (knock-ons) loose cpe: it would be right where 

dref is located! 

 

 

 

 

 

 

 

 

 

 

 

 

 

• Therefore, I50 and R50 will not be the same because of the distances the 

charged particles move. Because of delta-ray disequilibrium that changes with 

depth, electrons need a further correction!   

 

• For photons, the ‘equivalent’ of this difference between I50 and R50 is the same 

for all depths because of tcpe for the whole spectrum that is not changing 

nearly as much over depth. 
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• Note: There is now an Addendum to TG-51: 

 

The kQ values are refined as well as good uncertainty analysis: See: 

M. McEwen, et al., Med. Phys. 41 (2014) 041501-1 – 041501-20, i.e., Fig. 2 in 

Appendix B: 

                        
  

• Also, TG-51 is further corrected for electrons by more accurate shifts to get R50: 

See: Table III of Muir & Rogers, Med. Phys. 41 (2014) 111701-1 – 111701-15.    

 

 
 

 

 

Note that the numbers in the last 

column are all very different from 0.5! 
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• In Summary (good to remember these!): 

 

TG-21 TG-51 

Air Kerma, or really exposure, based 

 

Water dose based 

Beam quality = 20
10TPR  (ionization ratio) 

 

Beam quality = xdd )10(%  

Water or solid water type phantoms can 

be used. 

ONLY water can be used. 

No inclusion of the central electrode. Central electrode included. 

 

Intermediate factors: P’s and Ngas 

cannot be directly measured. 

One can directly measure the 

intermediate factors like Qk  

Complicated – more errors possible 

 

Simpler – more robust for a busy clinic 

Uses ICRU 35 stopping powers (1% off!) 

(worse at lower e-beam energies) 

Uses better ICRU 37 tables 

 

Overall precision: 3-4%, but errors 

mostly can cancel by luck. (TG-40 

requires 2%, so potentially an issue.) 

Overall precision < 1% !! 

 

 


